
 

Abstract— Much research has been done towards developing 
control systems for artificial hands, elbows, and wrists based on 
the myoelectric signal (MES).  While great effort has gone into 
developing pattern recognition based control systems for these 
devices, very little attention has been devoted to the shoulder.  
This is in part because the majority of amputees are either 
below elbow or mid-humeral, and true shoulder 
disarticulations are rare.  However, as the level of limb loss 
increases so does the need for functional replacement.  This 
study investigates pattern recognition concepts for independent 
control of an artificial shoulder.  

I. INTRODUCTION 
YOELECTRIC signal classification for prosthetic 
shoulder control is relatively new, in part due to the 
rarity of shoulder disarticulations. Nonetheless, 

individuals with shoulder disarticulations are the ones who 
would most benefit from multifunction myoelectric control.  
 Conventional prosthetic shoulders are controlled by 
switches located inside the harness of the prosthesis, which 
must be activated by the patient when he or she wishes the 
joint to move. Another strategy is to use ‘indirect’ 
myoelectric control, where one healthy muscle is used to 
activate one degree of freedom of the artificial shoulder 
joint. While both of these methods can restore some of the 
missing functionality, neither of them is ideal. The first 
method relies on the mechanical activation of switches, 
which involves a high degree of learning on the part of the 
patient, and depending on the type of activity may not be 
feasible.  The second method, although more intuitive as 
electrical activity in the muscle is used to initiate motion 
rather than a switch, is still only an approximation of how 
the healthy shoulder system would function. Both of these 
methods lack the intuitive control which is ultimately 
desirable in the operation of an artificial limb.  

In natural movement, the mapping of muscular activity to 
shoulder motion is far from one to one. The muscles interact 
in complex patterns to create movements in multiple degrees 
of freedom simultaneously. Consequently, pattern 
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recognition based control is the obvious choice for an 
artificial shoulder. This study investigates pattern 
recognition of myoelectric signals from the shoulder, and 
attempts to classify a large number of both single and 
combined shoulder motions of varying force levels.   

II. PATTERN RECOGNITION BASED MYOELECTRIC
CONTROL 

The design of the classification system plays a paramount 
role in achieving high accuracy in classification tasks. The 
classification process involves multiple stages, including the 
choice of signal representation (feature set), dimensionality 
reduction, and the choice of classifier, as shown in Fig. 1. 

Fig. 1.  Block diagram of pattern recognition based classification, showing 
the three main stages of the classification process: feature extraction, 
dimensionality reduction, and the classification itself. 

The feature extraction stage is the initial transformation of 
the recorded data into a form more easily separable by the 
classifier. Both time domain (TD) statistics [1] and 
autoregressive (AR) coefficients [2],[3] have been found 
invaluable as a means of myoelectric signal representation 
when used in conjunction with dimensionality reduction in 
the form of principal components analysis (PCA) [4]. 
Statistical classifiers such as Gaussian mixture models 
(GMM) have proven adept at myoelectric signal 
classification problems, as have neural classifiers such as the 
multilayer perceptron neural network (MLPNN) [3],[5-7].  

Incorporating GMMs and universal background models 
(UBMs) is a novel approach to pattern recognition of 
myoelectric signals. While GMM/UBM pairs have been 
used with great results in speaker identification/verification 
applications [8], they have never been applied to myoelectric 
signal problems.  However, the problem of speaker 
verification/identification bears strong resemblance to the 
task of motion classification for MES [9].  It is therefore 
expected that GMM/UBM pairs are capable of performing 
well on the myoelectric signal classification problem.  

III. METHODS 
Surface MES were collected from five normally limbed 
individuals for eight isometric contractions of the shoulder 
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complex. Each contraction had a five second duration and 
was conducted at light, medium, or strong force, 
corresponding to approximately 20, 50, and 80% of the 
participant’s maximum voluntary contraction (MVC). The 
eight shoulder contractions were selected by the frequency 
with which they are performed in daily living tasks, and are 
shoulder flexion/extension, medial/lateral rotation, 
abduction, adduction, and transverse flexion/extension. For 
all light force motions where the primary resistance is 
against gravity (flexion/extension, abduction, and transverse 
flexion/extension), the arm was held at 45 degrees to the 
body. The angle between the body and the limb was 90 
degrees for the medium force, and for the strong force the 
angle remained the same, but the participant held a 1.5kg 
weight at arm’s length. The motions in which the shoulder 
and limb are not opposed by gravity (medial/lateral rotation 
and adduction) were performed with the participant pressing 
the limb against a solid object with the required percentage 
MVC. This ensured that the different force levels of the 
same motion were all accompanied by appropriate force 
proportional activity of the muscles associated with that 
motion.   
 Eight Duotrode Ag-AgCl electrodes (3M Corp.) were 
placed on the musculature of the shoulder girdle. The eight 
chosen sites were the anterior and lateral deltoids, the 
clavicular and sternal heads of the pectoralis major (Fig. 2 
(a)), the posterior deltoid, trapezius, the latissumus dorsi, 
and the infraspinatus/teres major (Fig. 2 (b)). These sites 
were chosen as they are the primary muscle groups involved 
in shoulder motion. It is feasible to use all of these locations 
as control sites, as in the event of a shoulder disarticulation, 
all of these muscles remain at least partially present.   

Clear MES was observed on each channel separately prior 
to the data collection. The participant was guided through 
the data collection sessions by software specifying which 
contraction was to be performed at a given time.  Each force 
level of each contraction was repeated five times, making for 
a total of 120 contractions.  All channels were sampled at 
1024 Hz and amplified with a gain of 2000.  
 The data were represented by three feature sets: TD, 6th

order AR, and a concatenation of TD features and the 6th

order AR features (TDAR). Data analysis windows of 
256ms were used in conjunction with an estimated 
processing delay of 32ms, making for a dense decision 
stream. Both overlapped and non-overlapped data were 
classified. The overlapped data provided eight decisions per 
analysis window, and the non-overlapped data provided one 
decision per analysis window. Two forms of classifiers were 
used: MLPNN, and GMM/UBMs. The classifiers were each 
tested on overlapped and non-overlapped data from all three 
feature sets, and all force levels of all eight motions being 
classified separately, for a total of 24 classes.   

Next, the outputs of the MLPNN were trained to targets  
proportional to force. Conventionally, the neural network 
output of the desired class is trained to one and the outputs 
associated with all other classes are trained to zero.   

Fig. 2.  The eight chosen electrode locations for data collection from the 
shoulder complex.  (a).  Anterior view, showing electrodes on the anterior 
and lateral deltoids, and on the clavicular and sternal heads of the pectoralis 
major.  (b).  Posterior view, showing electrodes on the posterior deltoid, the 
trapezius, the latissumus dorsi, and the infraspinatus/teres major.   

 When testing the conventional neural network, the output 
corresponding to a given class will be one when that class is 
present, and zero at all other times. The outputs of the 
MLPNN used in this work however were trained to one 
third, two thirds, or one, depending on the force level of the 
input signal.  This was done to investigate the MLPNN as a 
means of proportional myoelectric control.  
 Next the MLPNN and GMM/UBM were investigated as a 
means of multifunction control. When collecting real 
combination data from a participant, it is impossible to know 
the exact proportion of involvement of each of the singular 
motions which produce the combination. Thus there is no 
practical way of obtaining data to train the network to 
recognize proportional involvement. Therefore combined 
motion data were artificially generated by assuming that a 
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combined motion (such as the simultaneous shoulder flexion 
and medial rotation required to position the upper arm for 
feeding tasks) is the average of the two singular motions 
involved in the combination. This approximation was made 
for the sake of having training combination data where the 
proportions of class involvement are known precisely.  

Four classes of combinations were created, each with five 
repetitions of the three force levels. The four combinations 
are shoulder flexion and medial rotation, shoulder extension 
and lateral rotation, shoulder flexion and transverse flexion, 
and shoulder extension and transverse extension. These 
motions were chosen for their relevance to daily living tasks, 
such as feeding and dressing.  
 An MLPNN was trained to distinguish these combinations 
by using specially defined targets. The targets were defined 
such that the outputs associated with the two classes 
involved in a combination would each be equal to one half 
when the input pattern x belongs to a combination.  When 
the current input pattern does not belong to a combination, 
the network was trained in the usual fashion. During testing, 
the presence of combination data was assumed if two 
outputs of the neural network were high simultaneously. A 
similar classification was also attempted using the 
GMM/UBM, although the GMM/UBM was not trained to 
specific targets. Since GMM/UBM outputs are the 
likelihood ratio that the input pattern x was generated by a 
given class, ideally combinations should be recognized as 
the equal likelihood of two classes being present 
simultaneously.  
 All classifications were done using the three features sets 
and both overlapped and non-overlapped data.   

IV. RESULTS 
Fig. 3 illustrates the classification error of three 
classification schemes which are trained to distinguish the 
force with which a motion is executed. The first is an 
MLPNN which was trained to recognize each force level as 
a separate class, making for a total of 24 classes (eight 
motions times three force levels). The GMM/UBM is trained 
in the same way. The third classification scheme is an 
MLPNN which is trained to force proportional targets, 
meaning it recognizes first that the data came from one of 
eight classes, and then it attempts to select the force level 
with which the motion was performed. It makes the force 
decision based on the neural network outputs, which have 
been trained to be proportional to the force with which a 
motion is executed. This system distinguishes between two 
force levels instead of three.  
 When considering Fig. 3, it is evident that the three force 
MLPNN model cannot distinguish forces reliably in 
comparison with the three force GMM/UBM model. The 
two force MLPNN model which employs force proportional 
outputs demonstrates an improved classification rate over 
the other MLPNN model with the tradeoff of one force state. 
There is no significant difference between the performance 
of the three force GMM/UBM and the two force MLPNN in 

terms of classification accuracy, with both having average 
classification errors of approximately 7% on the best feature 
set.     
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Fig. 3.  Above are the classification errors for three classifiers (averaged 
across five participants) trained to distinguish the force with which a motion 
is executed.  The first two (3 force MLPNN and GMM/UBM) are trained to 
recognize each force level as a separate class, and the last (2 force MLPNN) 
is trained to force proportional targets and recognizes two force levels.   
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Fig. 4.  Above are the classification errors for two classifiers which 
recognize combined motion data as combinations of two single classes.  
The MLPNN is  specially trained to distinguish combinations in this 
manner, while the GMM/UBM is not.   

Fig. 4 illustrates the classification error of both the MLPNN 
and the GMM/UBM on the artificial combination data.  In 
the case of the MLPNN the network is trained to targets 
which on combination data are equal to one half for each of 
the two motions involved in the combination, and zero 
otherwise. The trained MLPNN is capable of determining 
which input patterns are combinations and which are not by 
examining the outputs.  The GMM/UBM are not trained to 
any specific targets and are not trained on combination data, 
rather they examine the outputs and attempt to make class 
and combination decisions based on which outputs are high, 
and whether two outputs are high simultaneously (as would 
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be the case in a combination). The MLPNN controller can 
recognize combinations in this manner with a mean 
classification error of 8% on the best feature set. The 
GMM/UMB performs poorly in comparison, with an 
average classification error of approximately 38% on the 
best feature set.   
  On all models the TDAR features consistently 
outperform the AR features, with a slight improvement 
being noted with the addition of overlapped data.   Although 
there is no significant difference between the TD and TDAR 
feature sets, TD features tend to perform slightly better with 
force distinguishment problems, and TDAR features perform 
slightly better on combined motion problems.  There is little 
difference in classification accuracy using overlapped and 
non-overlapped data.   

V. CONCLUSION

As shown, feature selection and classifier design play an 
important role in the accuracy of a classification system. 
While the MLPNN is not well suited to classifying a large 
number of separate motions, it can consistently discern two 
force levels of eight classes of motion by using force 
proportional outputs. It can reliably detect combinations by 
the same method. The GMM/UBM pairs perform well on 
data containing a large number of classes, but are not adept 
at detecting combinations which are not defined as separate 
classes. TD and TDAR features show the best results for 
classification of myoelectric signals from the shoulder, with 
TD features offering a slight advantage over TDAR features 
for force determination problems, and TDAR features 
offering the advantage for combined data problems. AR 
features perform poorly in general.   

REFERENCES

[1] B. Hudgins, P.A. Parker, R.N. Scott, “A New Strategy 
for Multifunction Myoelectric Control,” IEEE Trans on 
Biomed Eng.,  vol. BME-40, pp. 82-94, 1993. 

[2] G. Hefftner, W. Zucchini, G.G. Jaros, “The 
Electromyogram (EMG) as a Control Signal for 
Functional Neuromuscular Stimulation. . 1. 
Autoregressive Modeling as a Means of EMG Signature 
Discrimination,” IEEE Trans on Biomed Eng., vol. 
BME-35, pp. 230-237, 1988. 

[3] A. D. C. Chan and K. Englehart, “Continuous 
Classification of Myoelectric Signals for Powered 
Prosthesis using Gaussian Mixture Models,” in 25th

Engineering in Medicine and Biology Society, Cancun, 
Mexico, pp. 2841-2844, 2003. 

[4]  K. Englehart, B. Hudgins, P.A. Parker, M. Stevenson, 
“Clasification of the myoelectric signal using time-
frequency based representations,” Medical Engineering 
and Physics, Special Issue: Intelligent Data Analysis in 
Electromyography and Electroneurography, vol. 21, pp. 
431-438, 1999. 

[5] K. Fukunga, Introduction to Statistical Pattern 
Recognition 2nd ED., Academic Press, San Diego, CA, 
1990. 

[6] Englehart, K., Signal Representation for Classification 
of the Transient Myoelectric Signal, Ph.D. Thesis, 
University of New Brunswick, Fredericton, New 
Brunswick, 1998. 

[7] K. Englehart, B. Hudgins, “A Robust, Real-Time 
Control Scheme for Multifunction Myoelectric 
Control,” IEEE Trans on Biomed Eng., vol. BME-50, 
pp. 848-854, 2003. 

[8] Douglas A. Reynolds, Richard C. Rose: “Robust Text-
Independent Speaker Identification Using Gaussian 
Mixture Models”, IEEE Trans on Speech and Audio 
Processing, Vol.3, No.1, pp 72-83, 1995. 

[9] Y. Huang, K.B. Englehart, B. Hudgins, A.D.C Chan, “A 
Gaussian Mixture Model Based Classification Scheme 
for Myoelectric Control of Powered Upper Limb 
Prostheses ”, IEEE Trans Biomed Eng., vol. 52, No. 11, 
pp 1801-1811, November 2005. 

3422


	MAIN MENU
	Go to Previous Document
	CD-ROM Help
	Search CD-ROM
	Search Results
	Print


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 2.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents suitable for export to IEEE PDF eXpress. May 2005. PaperCept.)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


