
 

Abstract— Artificial Neural Networks (ANNs) have been used 
in identifying the risk factors for many medical outcomes. In 
this paper, the risk factors for low Apgar score are introduced. 
This is the first time, to our knowledge, that the ANNs are used 
for Apgar score prediction. The medical domain of interest 
used is the perinatal database provided by the Perinatal 
Partnership Program of Eastern and Southeastern Ontario 
(PPPESO). The ability of the feed forward back propagation 
ANNs to generate strong predictive model with the most 
influential variables is tested. Finally, minimal sets of variables 
(risk factors) that are important in predicting Apgar score 
outcome without degrading the ANN performance are 
identified. 

Keywords—Neural networks, perinatal outcomes, Apgar 
score. 

I. INTRODUCTION

lthough there is an increase in information retrieval 
techniques, there is a lot of information being lost in 
storage. One of the fields that could benefit the most 

from information analysis is the medical field. The PPPESO 
began collecting perinatal data 25 years ago. The mission of 
the PPPESO is to promote optimum perinatal care of 
childbearing families in Eastern and Southeastern Ontario in 
order to improve health and to achieve excellent perinatal 
health outcomes [1]. Perinatal is traditionally defined as the 
period of time during pregnancy, birth, and the first month 
after birth [1].  

The MIRG (Medical Information technologies Research 
Group) has demonstrated in several articles that artificial 
neural networks (ANNs) are an ideal tool to estimate 
outcomes using large medical databases [2-5]. The current 
study discusses the use of ANNs to estimate an important 
perinatal outcome and identify its risk factors. Apgar score is 
measured at one minute and five minutes after delivery. The 
Apgar test is considered to be the first test for the newborn 
and it is used to quickly evaluate the newborn’s condition 
after delivery. It tests five qualities: Appearance (color); 
Pulse (heartbeat); Grimace (reflex); Activity (muscle tone); 
and Respiration (breathing). A score is determined by 
awarding zero, one or two points in each category. 
Generally, a higher score means a better baby's condition. 
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Scores of seven and over indicate the baby is in good 
condition. This valuable tool was developed in 1952 by the 
late pediatrician, Dr. Virginia Apgar [6,7]. The Apgar 
outcome in this study predicts the Apgar score at 5 minutes 
after birth (Apgar5). 

II. METHODOLOGY

A. Automated Artificial Neural Network (ANN) 
The MIRG automated network was developed to optimize 

each network parameter without user supervision. An 
effective technique was implemented that ran the network 
using the maximum and midpoint values of a parameter and 
compared the test set performance measure (either highest 
CCR, lowest MSE or highest log-sensitivity index value). 
The technique was recursively repeated until no further 
improvement was possible. During the optimization process 
the ANN monitored the CCR, ASE and log-sensitivity index 
for each run. If the classification performance did not 
improve or the error rate did not diminish within 500 epochs, 
the training was stopped. The test set performance over this 
number of epochs was quite stable and reliable [8,9]. In this 
study the log-sensitivity index was used as stopping criteria 
[10-12]. 

B. ANN Architectures 
The number of hidden layers and nodes in each layer 

affects the complexity and the performance of the networks.  
Too few nodes may cause under-fitting results. On the other 
hand, too many nodes may cause long training times and 
over-fitting. If a network with no hidden nodes performs as 
well as a network with a large number of hidden nodes, the 
problem appears to be linear. The majority of clinical studies 
use networks with one hidden layer [13]. Two and three-
layer ANNs were tested in the MIRG automated software in 
order to get optimized performance. 

C. Variable Reduction 
 In 1991 Garson proposed a method for partitioning the 
network connection weights in order to determine the 
relative importance of each input variable in the network 
[14]. The Garson algorithm uses the absolute values of the 
connection weights when calculating variable contributions, 
and therefore does not provide the direction of the 
relationship between the input and output variables. In the 
application of Garson’s algorithm by Goh in 1995 and all the 
researchers following Goh [15,16], the network connection 
weights between the hidden and the output layers were 
canceled. This means that the Goh equations did not account 
for the effect of the hidden output connections in the final 
calculation of the relative importance. This contradicts the 
main objective of Garson’s algorithm to partition the hidden 
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output connection weights of each hidden neuron into 
components associated with each input neuron. We updated 
Goh’s equations, which we now call partitioning weight 
algorithm. The following updated equations were applied in 
order to correctly calculate the importance Si of the input 
variable i following the original idea of Garson. 

                      (1) 
where Qhi is calculated by Equation 2. 

(2)
where woh is the connection weight from output o to hidden 
node h and Phi is calculated by Equation 3. 

(3)
where n is the total number of input variables in the input 
layer and whi, is the connection weight from hidden node h
to the input i.
The last step after calculating Si for each input variable is to 
obtain its relative importance RSi (Equation 4). Expressed as 

a percentage, this gives the relative importance or 
distribution of all output weights attributable to a given input 
variable [15]. 

(4)
In the case of ANNs with more than one hidden layer, the 

above equations can be generalized and the calculation can  
be done for each hidden layer. In general, calculating the 
importance of each node in a certain hidden layer will start 
backwards from the first hidden layer (before the output) 
until reaching the input layer. Generally, n is the total 
number of nodes in the layer being calculated, m is the 

number of the nodes in the layer following it, and Si is the 
importance of the node i in the current layer [15].  

In the case of a two-layer ANNs (with no hidden layer), 
the importance of each input variable i is equal to its 
absolute input-output weight: 

(5)
 The modified partitioning weight algorithm was applied in 
this study to the optimized network to obtain the minimal 
sets of variables that are important in predicting Apgar5 
outcome. 

D. Generalization 
The next step after training a network is generalization. 

Generalization ability of a network is a measure of its 
performance on data not presented in the training set [13]. 
The Niday-1999 database (not yet seen by the ANN) was 
used to create the generalization sets. A generalization set is 
an independent set that tests the performance of the network.  

E. Description of the Database 
The Niday-2001 Enhanced Perinatal Database (Niday-

2001 database) has 17,688 cases and 38 input variables. This 
large data set contains 16,183 complete cases and 1,505 
cases with missing values.  Cases with missing values were 
deleted for the analysis. Some variables were deleted for 
medical reason. Apgar score after 1 minute variable was 
deleted as it likely to be a cofounder variable for Apgar5 (the 
outcome). Cord blood gases variable, the five resuscitation 
variables, neonatal mortality variable and neonatal transfer 
during first week variable were deleted from the Apgar5 
estimation list because they happen after the Apgar5 score is 
measured, so, they can not play any role in deciding the risk 
factors. The total number of input variables was reduced to 
26 after deleting the identification number for each baby 
birth and baby’s date of birth variables. These are important 
to keep track of the data but not for analysis. The final 
number of cases and variables used for estimating Apgar5 
score was 16,183 cases with 26 input variables. The dataset 
was divided into 2/3 (10,685 cases) training set and 1/3 
(5,498 cases) test set. The original dataset was skewed, 
containing 2.18% low Apgar score which means less than 7 
Apgar score value (+1 type) and 97.82% high Apgar values 
which includes Apgar values of 7 to 10 (-1 type).  Using the 
original training set with such a low +1 type ratio produced a 
very low sensitivity.  Artificial training set was created to 
contain 20% of low Apgar5 cases (+1 type). It was found by 
other researches that this improves sensitivity. Data 
standardization was applied in order to get a uniform 
magnitude for each variable values. The mean was 
subtracted from each input value and the resulting 
differences were divided by 3 standard deviations over the 
entire database. 
 The methodology can be summarized in the following 
steps:  

1. Use the automated software with different ANN 
architectures to find the optimized model (using the 
Niday-2001 database) 

2. Calculate the relative importance for each input 
variables using partitioning weight algorithm 

3. Apply variable reduction depending on the results 
of step 2 to obtain the minimal set of variables 
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4. Test the model of step 1 and the simplest model of 
step 3 on Perinatal Updated-1999 database 

III. RESULTS

This section presents the ANN experimental results for 
estimating Apgar5 using Niday-2001 database. Finally, the 
predictive models are tested using Niday-1999 database. 

1) Optimization 
Table I shows the results obtained with different ANN 

architectures for the prediction of Apgar5 using an artificial 
training set (tr20%). Three-layer ANNs with different 
number of hidden nodes in the hidden layer were tested. 
ANNs with 6, 7 and 13 hidden nodes achieved good 
prediction results. Three-layer ANN with 13 hidden nodes 
achieved the highest sensitivity of 45.69% with high 
specificity and CCR of 96.36% and 95.27%. This model was 
chosen as the best optimized model. 

Table II shows the ANN performance results of the 10 

Apgar5 test sets and their mean and standard deviation. 

2) Relative Importance (RI) 

Table III shows the relative importance for each input 
variable in Apgar5 prediction model, ranked in order from 
highest to lowest. 

3) Variable Reduction 
Table IV shows different steps of applying reduction on 

the best optimized model (consisted of 26 input nodes) using 
the relative importance values of table III. 

The first reduction removed nbabies variable, which had 
TABLE IV 

VARIABLE REDUCTION FOR APGAR5 MODEL

Reduction Number of 
input nodes Sens. Spec. CCR 

0 26 45.69% 96.36% 95.27% 
1 25 41.38% 91.57% 90.49% 
2 24 40.52% 97.08% 95.87% 
3 23 44.83% 88.81% 87.86% 
4 22 37.50% 97.77% 97.78% 
5 21 37.07% 97.77% 96.46% 
6 20 40.52% 97.20% 95.98% 
7 19 38.79% 95.97% 94.74% 
8 18 36.00% 96.67% 95.51% 
9 17 39.66% 97.41% 96.16% 
10 16 39.66% 97.41% 97.85% 
11 15 38.00% 97.80% 96.57% 
12 14 36.55% 97.42% 96.22% 
13 13 35.54% 97.42% 96.22% 
14 12 36.80% 97.16% 95.94% 
15 11 31.80% 92.59% 91.55% 
16 10 35.00% 95.17% 93.99% 
17 9 36.50% 98.18% 96.96% 
18 8 34.50% 96.87% 97.85% 
19 7 34.50% 96.87% 95.64% 
20 6 35.20% 97.54% 96.31% 
21 5 36.50% 87.91% 87.04% 
22 4 33.50% 91.29% 90.34% 
23 3 32.00% 96.67% 95.40% 
24 2 31.90% 97.63% 96.27% 
25 1 31.89% 97.27% 95.94% 

TABLE II
PERFORMANCE RESULTS FOR 10 TEST SETS FOR APGAR5

Test set Sens. Spec. CCR ASE ROC 

1 45.69% 96.36% 95.27% 18.41% 79.20% 
2 40.98% 94.84% 93.62% 23.77% 75.38% 
3 40.31% 95.20% 93.88% 23.33% 74.98% 
4 43.10% 94.96% 93.85% 23.08% 78.07% 
5 42.75% 95.75% 94.46% 20.86% 72.23% 
6 34.17% 95.30% 93.94% 22.96% 78.49% 
7 40.00% 93.19% 91.86% 55.87% 68.30% 
8 39.23% 95.10% 93.75% 22.70% 74.46% 
9 35.90% 94.56% 93.29% 24.54% 78.25% 
10 40.31% 95.20% 93.88% 23.33% 74.98% 
Mean 40.24% 95.05% 93.78% 25.88% 75.43% 
STD 3.19% 0.78% 0.82% 10.13% 3.18% 

TABLE III
RELATIVE IMPORTANCE FOR THE INPUT VARIABLES IN APGAR5 MODEL

Variable Description Rank RI 

gest gestational age 1 6.40% 
spinal pain relief: spinal 2 5.89% 
scalp scalp blood gases 3 5.54% 
bf mother intention to 

breastfeed 
4 5.44% 

general pain relief: general 5 5.41% 
weight baby's weight 6 5.13% 
smoking maternal smoking after 

20 weeks  gestation 
7 5.12% 

pudendal pain relief: pudendal 8 4.70% 
epidural pain relief: epidural 9 4.38% 
nitoxide pain relief: nitrous oxide 10 4.03% 
steroids antenatal steroids 11 3.72% 
preterm previous preterm babies 12 3.55% 
momtrans mother transfer 13 3.51% 
hosptype hospital type 14 3.40% 
parity parity 15 3.30% 
gender baby's sex 16 3.26% 
monitor monitoring methods 17 3.12% 
labtype labour type 18 3.10% 
assisted forceps or vacuum 19 3.05% 
present type of presentation 20 2.83% 
delby physician or midwife 21 2.74% 
momage mother age 22 2.69% 
term previous term babies 23 2.68% 
deltype delivery type 24 2.50% 
narcot pain relief: narcotics 25 2.48% 
nbabies number of babies 26 2.03% 

TABLE I
APGAR5 PREDICTION USING DIFFERENT ANN ARCHITECTURES

Performance 
measure 

Three-layer ANNs with different 
number of hidden nodes 

Hid Nodes 6 7 13
Test Sens 40.52% 41.38% 45.69% 
Train Sens 46.06% 62.10% 50.65% 
Test Spec 97.80% 95.76% 96.36% 
Train Spec 97.86% 96.71% 96.69% 
Test CR 96.57% 94.59% 95.27% 
Train CR 87.50% 89.78% 87.48% 
Test ASE 17.65% 20.70% 18.41% 
Train ASE 42.67% 36.13% 40.79% 
Test ROC 73.73% 74.38% 79.20% 
Train ROC 77.70% 83.61% 80.43% 
Test Log-
Index 

0.089 0.091 0.115 

Train Log-
Index 

0.120 0.247 0.148 
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the lowest relative importance of 2.03% (see table III). 
Reduction continued until reduction fifteen. It removed 
preterm variable which had 3.55% relative importance ratio. 
The removal of preterm variable resulted in a clear 
degradation of the ANN performance. The sensitivity 
decreased to 31.8% for the first time. Keeping preterm 
variable resulted in the following reduced model of 12 input 
nodes: gest, spinal, scalp, bf, general, weight1, smoking, 
pudendal, epidural, nitoxide, steroids and preterm.  

4) Generalization 
The prediction models (optimized and reduced) built 

using Niday-2001 database tested with a data not presented 
in the training set. Table V shows the results of predicting 
Apgar5 using Niday-1999 database.  

IV. CONCLUSION

 The risk factors needed to predict low Apgar score 

without degrading the best measured performance were 
determined using the Niday-2001 database. Using the log-
sensitivity index as a measure of the ANN performance 
helped in creating the optimized model with the best 
sensitivities and specificities. The three-layer ANN with 13 
hidden nodes in the hidden layer was found to be a strong 
predictive model with high generalization ability.  
As this was the first Apgar score prediction model to our 
knowledge, there is no previous model to compare with. 
Having gestational age, gest, the most important factor was 
highly expected as it is a very important indicator of the 
baby’s health condition. The preterm baby, with gestational 
age of less than 37 weeks, could have more medical 
problems than a term baby. A question about maternal pain 
relievers arises here, as five out of six pain relievers are in 
the risk factors list. So, could the use of pain relievers 
seriously affect the newborn’s condition?  The only pain 
reliever that is not included in the above list was narcotics, 
which had the second least relative importance (table III). 
This may signify a safer use of narcotics as a pain reliever, 
which may not affect the newborn condition as much as 
other drugs. It was not a surprising result to find smoking, 
even if they mother smoked very little after 20 weeks 
gestational age, the seventh important factor in the list. Scalp 
and steroids were expected to be in the list since having 
these done to a newborn indicates medical problems. The 
most surprising non-medical factor was pf, the intention of 
the mother to breast feed, and how it became the fourth 
important variable in the list. So, can the mother’s decisions 

about her future baby affect the baby’s health? There are 
many questions that require more study. It is hoped that the 
list of Apgar’s most important factors can help eliminate 
some of the risk factors to positively affect the newborns’ 
condition and outcome. 
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