
 

Abstract—Ovarian masses are common and a good 
pre-surgical assessment of their nature is important for 
adequate treatment. Bayesian Multi-Layer Perceptrons 
(MLPs) using the evidence procedure were used to 
predict whether tumors are malignant or not. Automatic 
Relevance Determination (ARD) is used to select the most 
relevant of the 40+ available variables. Cross-validation 
is used to select an optimal combination of input set and 
number of hidden neurons. The data set consists of 1066 
tumors collected at nine centers across Europe. Results 
indicate good performance of the models with AUC 
values of 0.93-0.94 on independent data. A comparison 
with a Bayesian perceptron model shows that the present 
problem is to a large extent linearly separable. The 
analyses further show that the number of hidden neurons 
specified in the ARD analyses for input selection may 
influence model performance. 

I. INTRODUCTION

VARIAN tumors are commonly observed by 
gynecologists and are highly lethal compared to other 

tumors of the female reproductive system. The outcome of 
surgery depends on the pre-surgical assessment of the tumor 
[1]. Therefore, an accurate prediction is desirable and 
mathematical models can assist experts in their judgments. 
Several models for the prediction of malignancy of ovarian 
tumors have already been developed such as scoring systems, 
logistic regression models, multi-layer perceptrons, and 
support vector machines. Disadvantages of these studies are 
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that i) data are drawn from a single centre, ii) samples are 
relatively small, and iii) data collection is not standardized. 
These issues influence model performance on new data. 

Therefore, the International Ovarian Tumor Analysis 
(IOTA) Group conducted a multi-center study by collecting 
a large sample of patients with a persistent adnexal mass 
using a standardized protocol [2]. More than 40 variables [3] 
are available to construct predictive models for assessing the 
malignancy of an adnexal mass. The multi-centre nature of 
the study is thought to enhance the generalizing ability of the 
models across several centers and populations such that it 
performs well in various situations. 

The present paper uses the IOTA database to build a 
predictive model using Bayesian multi-layer perceptrons 
(MLP) using the evidence framework [4]-[6]. By using a 
hidden layer connecting the input and output layers, MLPs 
are ‘universal approximators’ [7]: they can approximate any 
continuous function to an arbitrary degree. Such models can 
capture any non-linearity in the decision boundary.  

II. BAYESIAN MULTI-LAYER PERCEPTRONS

A. Multi-Layer Perceptrons 

In a two-layer feed-forward MLP [4] addressing a binary 
classification problem with target t, an input vector x of size 
p is linked to the output y (which values are kept between 0 
and 1 by using the logistic transfer function) through paths 
via the k neurons in the hidden layer. The strength of these 
paths is expressed by the weight vector w. The output 
activation y can be seen as the posterior probability P(t=1|x). 
Values for the weights can be obtained by using the cross-
entropy error function when comparing the network output 
activations y with t. This means that maximum likelihood 
(ML) methodology is used to obtain the weights. 

B. Bayesian Multi-Layer Perceptrons 

(This part is largely based on [6].) ML solutions for 
parameter estimation problems such as the MLP weights do 
not take into account uncertainty in the estimates. Instead of 
looking for point estimates, Bayesian analysis incorporates 
uncertainty by looking for posterior probability distributions 
for the model parameters. The posterior distribution is 
obtained by confronting a prior distribution with the data D. 
The prior distribution reflects our prior knowledge about the 
model parameters. This knowledge is often vague such that 
usually non-informative priors are used. The posterior 
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distribution is computed using Bayes’ rule: 
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where Hi represents the model type (including its 
assumptions), p(w|Hi) is the prior distribution of w, 
p(D|w,Hi) is the likelihood of the data as a function of w, 
and p(D|Hi) is the normalization term representing the 
evidence of the particular model Hi. Model predictions are 
made by integrating over the posterior distribution: 

( ) ( ) ( )∫= dwwwxyxy DppDp |,|,| ** , 

with point predictions being the expected value of this 
distribution. This approach requires the computation of 
complex integrals that are very often not easily soluble in 
practice. One Bayesian approach, the evidence procedure 
[4]-[6], is to find approximations to the posterior. This 
method ends up with fixed parameter estimates and is 
therefore a Bayesian method close to ML. 

In Bayesian methods, also hyperparameters are involved. 
In a Bayesian MLP, the prior distribution for w is Gaussian 
with zero mean and a hyperparameter α representing the 
inverse variance of the prior. This hyperparameter is related 
to the complexity of the network because a prior with larger 
variance can give rise to larger weights which tends to make 
the decision boundary more curved.  

To find the most probable model parameter values wMP, 
C(w) is minimized. For classification networks, this is the 
cross-entropy cost function augmented with 
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This additional error term regularizes the weight vector by 
penalizing larger weights to keep the model from overfitting. 

The evidence approach to Bayesian modeling tries to find 
optimal values for the hyperparameters (αMP) rather than 
integrating over them. Using αMP the optimal weights wMP

are found by approximating the posterior by a Gaussian 
density around wMP. The optimal weights are found by 
minimizing C(w). The evidence procedure proceeds as 
follows: a) initialize the weights/hyperparameters, b) train 
the network by minimizing C(w) using standard optimization 
algorithms, c) update the hyperparameters, d) iterate steps b 
and c until convergence. To make a final prediction in the 
sense of a class probability, we need to take the network 
output y = y(x,w) and integrate over the posterior weight 
distribution to take into account the uncertainty in wMP. 

Advantages of a Bayesian framework for MLPs are that 
weight decay is done automatically, no separate validation 

set is needed (like in cross-validation), and it is able to apply 
input selection using Automatic Relevance Determination.  

C. Automatic Relevance Determination (ARD) 

In many applications it is not clear which variables are 
important for making accurate classifications. To apply the 
ARD framework, a separate hyperparameter αi is assigned to 
each group of weights fanning out from the ith input variable. 
During the evidence procedure, these hyperparameters are 
iteratively re-estimated. At the end of the training process, 
those hyperparameters that have reached large values are 
constraining weights from the corresponding input to be 
small. Hence such inputs have little impact on the model and 
can be dropped. 

III. METHOD

A. Data and preprocessing 

Data of 1066 tumors (266 malignant, 25%) were collected 
at nine centers from five countries: Sweden, Belgium, the 
UK, France, and Italy. When a patient had two masses, data 
from the worst mass were used. The data was randomly 
divided into a training set of 754 cases and a test set of the 
remaining 312 cases (71%-29%). This partition was 
stratified for outcome and center. 

Because normalizing or a similar rescaling technique is 
preferable for neural network modeling, we rescaled the 
continuous variables into the [-1; +1] interval. Binary 
variables were coded as -1 versus +1. 

B. Input selection 

Since the results can vary depending on the initial values 
of the weights and hyperparameters, the ARD model was run 
10 times. Based on the resulting αi values, the inputs were 
ranked with respect to their relevance. The median of the 10 
ranks was used as the main criterion to select which input(s) 
to drop. The ARD analysis was redone each time one or a 
few inputs were dropped. One disadvantage of ARD is that 
the endpoint of the pruning is subjective. We decided not to 
use a simple endpoint but to continue with the suggested 
input sets of size 6 to 12. 

C. Bayesian neural network modeling 

All analyses were performed using the NETLAB toolbox for 
Matlab [6].  

Since weight decay parameters are automatically tuned, 
the only parameters to be tuned are the number of inputs (cf. 
supra) and the number of hidden neurons. For this, stratified 
5-fold cross-validation (5CV) was used. The mean validation 
cross-entropy and area under the curve (AUC) were recorded 
as criteria to select a model. The validation AUC was 
considered because this index will be high when y makes a 
good separation between the benign and malignant cases. 

When a network architecture was chosen, ten such models 
were fitted on the entire training set using reinitialization of 
the model parameters. The network with the best training 

5343



performance was chosen as final network. 
This network was fed to the test data and the AUC was 

recorded. The results were compared to a linear benchmark 
model (a perceptron fitted using the evidence framework 
aided by ARD input selection). The AUC for different 
models was statistically compared using [8]. Based on a cut-
off to make a hard prediction of the outcome, the test set 
sensitivity, specificity, PPV, and NPV values were also 
derived. The cut-off value was always developed on the 
training set where it was checked which value optimized 
sensitivity and specificity. Priority was given to the 
optimization of sensitivity. We hoped to achieve a test set 
sensitivity and specificity of 90% and 75%, respectively.  

As a way of evaluating a model type (algorithm) rather 
than the specific final network (classifier), 100 new random 
stratified partitions of the data into a training (n = 754) and 
test (n = 312) set were constructed (resampling). The model 
was fitted on each training set and tested on the respective 
test set. In this way we obtained 100 test set performance 
measures of which the median gives a good view of the 
generalizing ability of a model type. 

IV. RESULTS

A. Automatic Relevance Determination 

ARD was used to obtain input sets with 6 to 12 variables. 
Notice that ARD analyses use a hidden layer of user-defined 
size. We chose 10 hidden neurons in order to allow enough 
flexibility for eventual nonlinearity to emerge (further 
referred to as ARD10). This means that the ARD analyses 
will select variables that are apt for the predefined hidden 
layer size but not necessarily for other sizes. Therefore, the 
number of hidden neurons suggested by cross-validation was 
used to redo the ARD analyses (see next section). We 
investigated whether this improved model performance. 

B. Cross-validation 

For the input sets with 6 to 12 variables, 5CV was 
performed for architectures containing 2 to 15 hidden 
neurons. The average validation AUC results are shown in 
Figure 1. In general, two hidden neurons were the best 
choice. Additional CV analyses suggest a model using 11 
inputs and 2 hidden neurons (11-2 architecture; Table 1).  

Since CV suggested the use of only two hidden neurons, 
the ARD analyses were redone with 2 hidden neurons in the 
hidden layer (ARD2). This time, ARD and subsequent CV 
again suggested an 11-2 architecture yet only 7 of the inputs 
were also used in the network based on ARD10 (Table 1). 

C. The final networks 

Out of the ten fitted 11-2 neural networks based on 
ARD10 the one with the lowest training set cross-entropy 
(BMLP11-2a) has training set AUC = 0.943 (SE = .008). For 
the model based on ARD2, the final network (BMLP11-2b) 
has training set AUC = 0.952 (SE = .008). 

An examination of BMLP11-2a’s outputs on the training 

set suggested to predict malignancy when y > 0.15. A similar 
examination for BMLP11-2b advocated the same cut-off. 

FIGURE 1 
AVERAGE VALIDATION AUC AFTER APPLYING 5CV
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D. Linear benchmark model 

For the Bayesian perceptron model the same strategy was 
followed (ARD and CV). Cross-validation suggested that 
>12 inputs could be selected. We chose the 11 input model, 
however, since that model has the same number of variables 
as the Bayesian MLPs that were selected and since 13 inputs 
was considered too much. The 11 input model (BPER11; 
Table 1) has training set AUC = 0.940 (SE = .010). Again 
0.15 was a good cut-off for predicting malignancy. 

TABLE 1 
OVERVIEW OF SELECTED VARIABLES

Input 
BMLP 
11-2a 

BMLP 
11-2b 

BPER 
11 

Age (years) × × ×
Personal history of ovarian cancer (0-1)  × ×
Hormonal therapy (0-1) ×   
Pelvic pain during examination (0-1)  ×
Ascites (0-1) × × ×
Max. diameter of the lesion (mm) × × ×
Irregular internal cyst walls (0-1) × × ×
Color score of intratumoral blood flow (1-4) × ×
Blood flow within papillary projection (0-1) × × ×
Number of papillary projections (0-4) ×   
Acoustic shadows (0-1)  × ×
Max. diameter of solid component (mm) × × ×
Unilocular tumor (0-1)  × ×
Multilocular tumor + solid component (0-1) ×   
Entirely solid tumor (0-1) × × ×

E. Model evaluation 

Original test set – Test set results of the models are given 
in Table 2, test set ROC curves in Figure 2. Also, Figure 3 
shows the distribution of y for each outcome in the test set. 
Performance is very good for all models. The results indicate 
that the classification problem under study is fairly linear and 
no high level non-linear modeling seems necessary. This was 
already apparent from the CV results that suggested only two 
hidden neurons in the MLP. BMLP11-2a has a test set AUC 
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of 0.942 (SE = 0.018). BPER11 even has a test set AUC of 
0.947 (0.016). BMLP11-2b’s test set AUC is only 0.933 (SE 
= .017). Statistical comparison of these AUC values did not 
yield significant differences between these models. The 
sensitivity and specificity goals (90% and 75%) are met. 

Resampling – Table 2 presents the results of the 100 test 
set AUC values. The median AUC for the BMLP11-2b 
algorithm (based on ARD2 instead of ARD10) is nearly 1% 
higher than that for the BMLP11-2a algorithm. Since 
performance is very high already, this increase can be 
clinically relevant. The BMLP11-2b and BPER11 algorithms 
perform similar with a median AUC of almost 0.94.  

TABLE 2 
MODEL PERFORMANCE RESULTS

Original test set  
Model AUC (SE) Sens – Spec – PPV – NPV 
BMLP11-2a .942 (.018) 92 – 81 – 60 – 97 % 
BMLP11-2b .933 (.017) 92 – 75 – 53 – 97 % 
BPER11 .947 (.016) 95 – 76 – 55 – 98 % 
Resampling

Model type 
Median 

AUC (IQR) 
Median  

Sens – Spec – PPV – NPV 
BMLP11-2a .930 (.022) 91 – 80 – 58 – 96 % 
BMLP11-2b .939 (.017) 91 – 78 – 57 – 96 % 
BPER11 .938 (.021) 92 – 77 – 56 – 97 % 

A widely used model in clinical practice is the Risk of 
Malignancy Index (RMI) [9], a fairly simple scoring system 
based on the CA125 tumor marker, menopausal status and 
ultrasound results. The test set AUC for RMI (AUC = 0.870, 
SE = 0.028) could be computed only on the test set cases 
with CA125 information (n = 236, 76%). On this test set, the 
Bayesian models’ AUC is 5.9 to 7.2% higher than that of the 
well-known RMI (p < 0.01). When cut-offs are applied to 
make hard predictions, the RMI has much lower sensitivity. 
Moreover, our Bayesian models do not use CA125 
measurements which are expensive and time-consuming. 

FIGURE 2 
TEST SET ROC CURVES 
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An advantage of BMLP11-2b is that it does not use the 
level of intratumoral blood flow that, although useful in 
predicting malignancy, is a subjective score given by the 

expert. The inter-expert variability herein can affect model 
performance. On the other hand, BMLP11-2b uses the 
presence of pelvic pain. This also is subjective. 

FIGURE 3 
TEST SET DISTRIBUTION OF y FOR BMLP11-2A

0 0.2 0.4 0.6 0.8 1
0

2

4

6

8

10

12

14

Posterior probability of malignancy

D
en

si
ty

Malignant cases
Benign cases

V. CONCLUSION

The Bayesian MLPs developed in this paper have good 
performance. The analyses suggest that the classification 
problem under study appears not highly non-linear. 
Interestingly, the size of the hidden layer for the ARD input 
selection analyses may affect model performance. Future 
research could focus on this finding.  
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