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Abstract—In the context of the growing proportion of seniors
in the western world population and the efforts provided in
home care services, we have developed a computer vision system
for monitoring medication intake. The system detects automati-
cally medication intake using a single low-cost webcam. Person
detection and tracking over the video sequence is done using
color-based techniques while the recognition of the medication
intake activity is performed using our main contribution, a
three-level scenario model. Experimental results in controlled
conditions are shown and we discuss improvements to our
system.

I. INTRODUCTION

In Canada, more than 30% of all people aged 65 and

over live alone [1], with the associated risks for their health.

According to the Public Health Agency of Canada, 18% to
50% of all medication used by seniors is used inappropriately

and between 19% and 28% of hospital admissions for

patients over 50 years of age occur as a result of medication

problems [2]. Moreover, as mentioned in [3], approximately

125 000 people with treatable ailments die each year in the

USA because they do not take their medication properly. A

video surveillance system for monitoring seniors medication

intakes could help reducing the risks as well as family

member concerns.

The system presented here is part of a vaster project of

video surveillance for home care services for seniors. It

has been developed for monitoring medication intake in the

context of a person living alone and whose medications are

in bottles. In order to be as accessible as possible, a single

low-cost webcam is used. The system has therefore to deal

with low-quality digital images.

Recently, efforts have been made on developing computer

vision systems for monitoring medication intake [4]. One

problem with this approach is that the skin segmentation

needs to be very precise to detect effectively occlusions,

hand positions and orientations and face regions, which

cannot be reached with low-quality images. Moreover, the

authors consider that the medication intake activity occurs

if a sequence of actions, verified every frame, is observed,

disregarding the action durations and time laps between

actions. Thus, the number of false alarms might become
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very high in real home situations. Because of the expected

lack of tracking precision and the complexity of the activity

to recognize, we developed a more complex algorithm to

improve medication intake activity recognition, which forms

our main contribution.

II. OVERVIEW

In order to perform medication intake monitoring, the

system must first detect if the person is taking his medication.

The proposed method is inspired by that in [5]. In our

method, processing is divided in two parts:

• Low level processing: moving objects (regions) are

detected and tracked at every frame (section III).

• High level processing: activity recognition is performed

based on moving object characteristics, using our three-

level scenario model (section IV).

When medication intake is detected, the used bottle and

the time of detection are recorded. Results are presented

in section V and system limitations and future work are

discussed in section VI.

III. DETECTION AND TRACKING

In our approach, three types of mobile objects are tracked:

the person’s head and hands and the medication bottles.

Fig. 1a shows these objects. In this experimental setting,

three medication bottles are present.

The head tracking algorithm is described in [6]. The head

is modeled as an ellipse whose size can vary from one frame

to the other. For each image, a local search determines the

best fitting ellipse, based on the gradient magnitude around

its perimeter and the likelihood of skin color inside it. The

gradient magnitude of a pixel corresponds to the rate-of-

change of intensities in the gray-scale image over a small

local neighborhood. The color histogram used to compute

skin color likelihood includes the person’s hair color since

the head might be turned or leaned.

Hands are positioned based on regions with high skin color

likelihood. These regions are extracted from the skin color

likelihood map (Fig. 1b) created during the head tracking

process. Possible occlusions between the head and the hands

or between both hands are also dealt with based on previous

positions and a few assumptions.

Since we want to detect which medication is being taken

and labels cannot be identified automatically in low resolu-

tion video, color bands are affixed on the bottles to better

differentiate them.

The detection of medication bottles is done using color

models as described in [7]. Pixels classification is performed

based on their Mahalanobis distance to the color models,
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Fig. 1. a) Mobile objects detection and tracking and b) corresponding skin color likelihood map.

which are created from training samples. Possible bottle

regions (objects) are extracted using connected component

analysis. Bottle positioning is done considering the size of

these objects and bottle previous positions, since bottles can

be completely occluded by the hands.

IV. ACTIVITY RECOGNITION

Activity recognition is based on the concept of scenarios,

which correspond to long-term activities of mobile objects.

There are three levels of scenarios: single-state scenarios,

multi-state scenarios and complex scenarios. Fig. 2 shows

how these scenario levels are related. The concepts of single-

state and multi-state scenarios have been developed in [5] and

are briefly described here.

A. Single-state Scenarios

Single-state scenarios are defined by a set of mobile object

properties and verified at every frame. For example, the sce-

nario ”the person touches his head” depends on the distances
between the hands and the head. For each scenario, an all-

or-none probability of occurrence is determined heuristically

using logical functions. The single-state scenarios in our

system are defined as follows:

• S1: Exactly one hand manipulates a bottle,
• S2: Both hands manipulate a bottle,
• S3: One hand touches the head,
• S4: One hand approaches the head,
• S5: One hand moves away from the head,

For each scenario, the implicated mobile objects are kept.

In [5], the authors present another way of computing prob-

abilities by using Bayesian classifiers and learned conditional

probabilities of the mobile object properties, but this did not

prove to be necessary for this application.

B. Multi-state Scenarios

A multi-state scenario corresponds to a sequence of single-

state scenarios and is verified over a longer sequence of

frames. A multi-state scenario (MS) is recognized if all its
single-state scenarios are recognized consecutively.

The main idea is to compute the maximum probability

that, at time t, the sequence of N single-state scenarios occurs

given a sequence of observations O. This can be expressed
as follows:

P(MS∗|O) = max
(t1,t2,...,t)

P(S1(t1,t2−1)S2(t2,t3−1) ...SN(tN ,t) |O), (1)

where Si(ti,ti+1−1) means single-state scenario i occurs between
frames ti and ti+1 − 1. t1 and t are respectively the first
and last frames of the multi-state scenario in the video

sequence. The observations O correspond to the mobile
object properties. The algorithm then consists of finding the

best transition times ti from one state to the next so that the
whole sequence is completed with the maximum probability.

In the algorithm, P(Si(ti,ti+1−1)) is approximated by the
expected recognition value of Si(ti,ti+1−1) which is the mean
of P(Sit ) for ti ≤ t ≤ ti+1−1 and whose value is between 0
and 1.

The system developed for medication intake is divided in

three multi-state scenarios:

• MS1: The person opens a medication bottle and takes
the pill(s),

• MS2: The person swallows the pill(s),
• MS3: The person closes the medication bottle,

each scenario having a probability of occurrence and starting

and ending frames.

C. Complex Scenarios

Multi-state scenarios can represent simple activities, but

do not work with more complex situations. For example, the

activity of medication intake can be done in many different

ways: the person can take the pills out of the medication

bottle, swallow the pills and then close the medication bottle

or take the pills out of the medication bottle, close the

medication bottle and then swallow the pills. Moreover,

actions not related might happen during the sequence, such

as drinking water or putting the pills on the table. Finally,

if more than one medication are being taken, the simple

states which form the entire sequence might not occur

consecutively. Thus, activity recognition cannot be done by

searching for a fixed sequence.

We solve this problem by splitting the complex scenario

into a sequence of multi-state scenarios (states) and then use

a ”state-transition” system to recognize the complex activity.
Once the multi-state scenarios are detected, before pushing

the states into the state-transition system, a ”likelihood”
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Fig. 2. Overview of the system.

factor is used to penalize the scenarios that are too long

(or too short) compared to their mean durations, or lengths,

by decreasing their probability. This factor is defined by

a Butterworth filter transfer function and is expressed as

follows:

f (�) =
1

1+
(

�−�
wc

)2n (2)

where �̄ is the mean scenario length, which varies from one

multi-state scenario to the other and is manually defined. wc
and n (order of the filter) are fixed. As shown in Fig. 3, this
function does not penalize recognition for small variations of

duration around the mean. The resulting multi-state scenarios

are then sorted according to their starting frame.

The two possible representations of the complex scenario

used are shown in Fig. 4. The circles represent the multi-state

scenarios and the arrows represent the transitions. Loops over

the same state are possible because more than one medication

can be taken. Since pills are not tracked specifically and more

than one might be swallowed at the same time, the same

event MS2 might be used to recognize the medication intake
for all pills.

Transitions are used to penalize the recognition if the

number of frame increases too much between two states.

Penalization is done only between states so the recognition

of the intake of medication 1 does not fail if the person takes

pills out of another medication bottle before swallowing the
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Fig. 3. Butterworth filter transfer function for �̄ = 85, wc = 184 and n= 2
used for MS1.

pills from bottle 1. The ”likelihood” factor used here is also
defined by another Butterworth filter transfer function. How-

ever, instead of depending on the state lengths, it depends

on the transition lengths. The parameters have been set by

hand after some experimentation, but could easily be learned

automatically.

V. RESULTS

The skin and bottle color models used for tracking have

been computed in a first training step from hand labeled

examples. The video acquisition is done at 15 frames per

second with an image resolution of 320x240 pixels. The

positions of the head, hands and bottles are automatically

initialized as the person completely enters the camera field

of view. We tailored the initialization procedure to the ex-

perimental conditions. Since the efforts were directed toward

the recognition part, we do not extend on the performances

of the tracking system. We just report here that it is good

enough to support high-level activity recognition.

The detection of medication intake has been tested with 41

sequences from 26 videos taken with three different persons.

31 sequences show real medication intake and the 10 others

show other activities (lures), like eating or manipulating the

bottles.

a) First representation of complex scenario.

b) Second representation of complex scenario.

Fig. 4. State-transition systems representing complex scenario
formed by multi-state scenario sequences a) {MS1,MS2,MS3} and
b) {MS1,MS3,MS2}.
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Typical results are presented in Fig. 5. Fig. 5a shows

a sequence of multi-state scenarios obtained from a video

with medication intake. The results are 99.6% detection for

both bottles. The complex scenario is defined by its second

representation, shown in Fig. 4b.

Fig. 5b shows a sequence of complex scenarios involving

three bottles. We can see that a detection of medication

intake with the bottle 3 overlaps all the other scenarios.

This has happened because the bottle was manipulated at

the beginning of the sequence. The low probability shows

the effectiveness of the penalization, which allows to reject

the false detection.

Considering that a scenario is recognized if its probability

is over 80%, results for all video sequences are summarized

in Table I. In fact, most of the scenarios recognized had a

probability over 90%.

A major source of errors is occlusions between mobile

objects. Indeed, if a mobile object passes in front of an other

one, from the camera 2D point of view, the two objects are in

(false) contact. Since contacts between hands and medication

bottles form the core of states MS1 and MS3, errors can
affect the whole recognition process. To limit this problem,

the camera has been placed a little higher than the person’s

head, decreasing, this way, the number of occlusions.

In the actual system, the tracking part does not work in real

time but it has not yet been optimized. Since the recognition

part can be done after the person left the table, computation

time is fast enough to be used in a continuous application.

VI. CONCLUSION

Having described our experiments, we now discuss pos-

sible issues in less controlled environments. First, detection

and tracking errors could be due to:

• low-quality of the webcam images resulting in high

noise level and difficulties with pixel color classifica-

tion,

• presence of objects similar to the medication bottles

(same color and size),

a) Sequence of multi-state scenarios.

b) Sequence of complex scenarios.

Fig. 5. Typical results : a) sequence of multi-state scenarios forming the
complex scenario {MS11 ,MS31 ,MS12 ,MS32 ,MS2,MS2} and b) sequence of
complex scenarios involving multiple bottles with corresponding probabili-
ties.

TABLE I

RECOGNITION RESULTS FOR 41 SEQUENCES.

Activity Detected Not Detected

Medication Intake 28 3
Other (lures) 1 9

• presence of occluding objects between the camera and

the person.

Because activity recognition depends heavily on tracking

of mobile objects, any enhancement of the tracking algorithm

would be beneficial. For example, work could be done on

finding a better skin color model, performing 3D positioning

(to limit false contacts) and using a mouth-to-hand distance

(instead of a head-to-hand distance) to test the S3 scenario.
Second, changes in a person’s normal behavior of med-

ication intake could also impair recognition. For example,

errors could happen if :

• the person touches his forehead instead of his mouth

in the medication intake sequence (the mouth is not

specifically tracked in our actual system),

• the person moves away and comes back between open-

ing the medication bottle and swallowing his pills.

We have to mention here that, in this application, we consider

that the person agrees to take his medication and that non-

compliance is due to memory problems rather than non-

acceptance.

Considering these possible sources of errors, we expect

that adaptations should be needed for the medication intake

monitoring system to work within real home environments.

However, the presented algorithms have shown to be effec-

tive and promising.

We have tested the activity recognition process for medi-

cation intake, but it should be applicable to other everyday

home activities.
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