
Abstract—Assistive technologies have recently emerged to 
improve the quality of life of severely disabled people by 
enhancing their independence in daily activities. Since many of 
those individuals have limited or non-existing control from the 
neck downward, alternative hands-free input modalities have 
become very important for these people to access assistive 
devices. In hands-free control, head movement has been proved 
to be a very effective user interface as it can provide a 
comfortable, reliable and natural way to access the device. 
Recently, neural networks have been shown to be useful not 
only for real-time pattern recognition but also for creating 
user-adaptive models. Since multi-layer perceptron neural 
networks trained using standard back-propagation may cause 
poor generalisation, the Bayesian technique has been proposed 
to improve the generalisation and robustness of these networks. 
This paper describes the use of Bayesian neural networks in 
developing a hands-free wheelchair control system. The 
experimental results show that with the optimised architecture, 
classification Bayesian neural networks can detect head 
commands of wheelchair users accurately irrespective to their 
levels of injuries. 

Index Terms— Bayesian neural networks, hands-free 
control, head movement, power wheelchairs. 

I. INTRODUCTION

INCE many of disabled people have limited or non-
existing control from the neck downward, alternative 
hands-free input modalities have become very 

important for them to access assistive devices.  In hands-free 
control, head movement has been proven to be a very 
effective user interface as it can provide a comfortable, 
reliable and natural way to access the device. 

The need to design challenging systems that are able to 
detect head direction commands of various forms of power 
wheelchair users leads to the use of neural networks [1-3]. 
In such a system, a trained multi-layer perceptron neural 
network is responsible for classifying input head movement 
signals into four output classes corresponding to forward, 
backward, left and right head movement in real-time. Since 
multi-layer perceptron neural networks trained using the 
Bayesian technique (Bayesian neural networks) can have 
superior generalisation properties than standard multi-layer 

perceptron neural networks in case of finite available 
training data, they have been used to develop effective head 
movement classifiers in our hands-free  power wheelchair 
control systems [4, 5]. 
 In this paper, we continue to optimise the classification 
Bayesian neural networks used to classify head direction 
commands of wheelchair users. The structure of the paper is 
organised as follows. The Section II provides an overview 
of a head movement-based wheelchair control system. In 
Section III, the formulation of classification Bayesian neural 
networks is briefly described. Section IV presents the 
selection of an appropriate architecture of classification 
Bayesian neural networks for this application by comparing 
the log evidence of different candidature architectures and 
how a disabled user-adaptive head movement classification 
can be performed. Section V provides a discussion and 
conclusion for this research. 

II. SYSTEM OVERVIEW

The wheelchair platform is based on a commercial 
powered wheelchair. The movement of the user’s head is 
detected by analysing data from a dual-axis accelerometer 
installed in a cap worn by the user. The head movement data 
was collected with a sampling period of 100 ms. A pre-
trained classification Bayesian neural network is used to 
classify four gestures in real-time, corresponding to 
commands for forward, backward, left and right. 

The start of the head movement to control the travel 
direction of the wheelchair is determined to be the point 
where the deviation from the neutral position reached 25% 
of the maximum value on the relevant axis. The 
classification of the movement was determined as the first 
classification made by the Bayesian neural network after the 
start of the movement. The input to the Bayesian neural 
network is comprised of a window of 20 samples from each 
axis.

The computer interface module consists of the feedback 
to the user: real-time graphical displays of the accelerometer 
data allow the user to track the deviation of their head from 
the neutral position. Boolean outputs from the classifier and 
the numerical values of the Bayesian neural network inform 
the user of how the classifier is interpreting their head 
movement. The success of the system heavily depends on 
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the network training. 

III. CLASSIFICATION BAYESIAN NEURAL NETWORKS

Bayesian learning of multi-layer perceptron neural 
networks is performed by considering Gaussian probability 
distributions of the weights which can give the best 
generalisation [6, 7]. In particular, the weights w  in 
network X  are adjusted to their most probable values given 
the training data D . Specifically, the posterior distribution 
of the weights can be computed using Bayes’ rule as follows 
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where XwDp ,|  is the likelihood function, which contains 
information about the weights from observations and the 
prior distribution Xwp |  contains information about the 
weights from background knowledge. The 
denominator, XDp | , is known as the evidence for 
network X .

Given a set of candidate networks iX  having different 
numbers of hidden nodes, the posterior probability of each 
network can be expressed as 
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If the networks are assumed to be equally probable before 
any data is observed, then iXp  is the same for all 
networks. Since Dp  does not depend on the network, then 
the probable network is the one with the highest evidence 

iXDp | . Therefore, the evidence can be used to compare 
and rank different candidature networks. 
 Regularisation can be used to prevent any weights 
becoming excessively large, which can lead to poor 
generalisation. For a multi-layer perceptron neural network 
classifier with G  groups of weights and biases, a weight 
decay penalty term proportional to the sum of squares of the 
weights and biases is added to the data error function DE  to 
obtain the cost function  
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where S  is called the cost function, g  is a non-negative 

scalar, sometimes knows as a hyperparameter, ensuring the 
distribution of weights and biases in group g  and gw  is the 

vector of weights and biases in group g .
In network training, the hyperparameters are initialised to 

be arbitrary small values. The cost function is then 
minimised using an advanced optimisation technique. When 
the cost function has reached a local minimum, the 
hyperparameter g  ( Gg ,...,1 ) must be re-estimated. This 

task requires computing the Hessian matrix of the cost 
function: 
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where H  is the Hessian matrix of DE  and gI  is the 
identity matrix, which selects weights in the g th group. The 
number of ‘well-determined’ weights g  in group g  is 

calculated based on the old value of g  as follows [7] 

gggg IAtrW 1 ),...,1( Gg  (6) 

The new value of the hyperparameter g  is then re-

estimated as [7] 

gW

g
g E2

),...,1( Gg  (7) 

The hyperparameters need to be re-estimated several 
times until the cost function value ceases to change 
significantly between consecutive re-estimation periods. 
After the network training is completed, the values of 
parameters g  and g  are then used to compute the log 

evidence of network iX  having M  hidden nodes as follows 
[8, 9]  
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where gW  is the number of weights and biases in group g ,

and  is set to be 310  [9]. However,  is a minor factor 
because it is the same for all models and therefore does not 
effect to the relative comparison of log evidence of different 
network architectures. Equation (8) is used to compare 
different networks having different numbers of hidden 
nodes. The best network will be selected with the highest 
log evidence. 
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IV. EXPERIMENTS AND RESULTS

A. Data Acquisition 
Data was collected from eight adults, aged between 19 

and 56, with approval from the UTS Human Research Ethics 
Committee and informed consent from the volunteers. Of 
these, four had high-level spinal cord injuries (C4 and C5) 
and were not able to use a standard joystick to control a 
wheelchair. The remaining four did not have conditions 
affecting their head movement. Data for each person was 
collected in two periods of ten minutes, with the user being 
prompted to give a specified movement every 6 seconds. 
Each specified movement was chosen randomly from the 
following: forward, backward, left and right. The extracted 
movement samples of those users are shown in Table I. 

B. Optimisation of Network Architecture 
The recorded movements of user 7 and 8 were randomly 

divided into two sets. Each set contained 20 samples of each 
movement. Training data was taken from the recorded 
movements of users 1, 2, 3, 4, 5 and 6, corresponding to 480 
samples. Different Bayesian neural networks with varying 
numbers of hidden nodes were trained to select the optimal 
network architecture. These networks have the following 
specification:

four hyperparameters 1 , 2 , 3  and 4  to constrain 
the magnitudes of the weights on the connection from 
the input nodes to the hidden nodes, the biases of the 
hidden nodes, the weights on the connection from the 
hidden nodes to the output nodes, and the biases of the 
output nodes; 
41 inputs, corresponding to 20 samples from x  axis, 20 
samples from y  axis and one augmented input with a 
constant value of 1; 
four outputs, each corresponding to one of the classes: 
forward, backward, left and right movement. 

For a given number of hidden nodes, ten networks with 
different initial conditions were trained. The training 
procedure was implemented as follows: 

1. The weights and biases in four different groups were 
initialised by random selections from zero-mean, unit 
variance Gaussians and the initial hyperparameters were 
chosen to be small values. 

2. The network was trained to minimise the cost function 
S  using the quasi-Newton algorithm [5].  

3. When the network training had reached a local 
minimum, the values of the hyperparameters were re-
estimated according to equation (6) and (7). 

4. Steps 2 and 3 were repeated until the cost function 
value was smaller than a pre-determined value and did 
not change significantly in subsequent re-estimations.  

The performances of the trained networks were tested 
using a test set taken from the first set of movement samples 
of user 7 and 8. As shown in Fig.1, the networks having 
three hidden nodes have the highest evidence. This means 
that three hidden nodes are sufficient to solve the problem. 
As shown in Fig.2, these networks also have low test errors 
(misclassification percentages). The optimisation of 
Bayesian neural network architecture is extremely important 
for on-line network training systems because incorporating 
with the quasi-Newton training algorithm it can contribute to 
the least network training time while still maintaining the 
best generalisation for the network.  

TABLE I 
EXTRACTED MOVEMENT SAMPLES

User Forward Backward Left Right Injury Level 
1 20 20 20 20 - 
2 20 20 20 20 - 
3 20 20 20 20 - 
4 20 20 20 20 - 
5 20 20 20 20 C5 
6 20 20 20 20 C4 
7 20 20 20 20 C4 
8 20 20 20 20 C5 
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Fig.1. Log evidence versus number of hidden nodes: The solid curve shows 

the evidence averaged over the ten networks.  
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Fig.2. Test error versus log evidence: Every symbol appears ten times, once 

for each of the ten networks trained. 
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C. Head Movement Classification 
1) Experiment 1: 
A Bayesian neural network classifier having three hidden 

nodes was trained using the training data described in 
section IV-B. The performance of the trained network was 
tested using the first set of movement samples of user 7 and 
8. The confusion matrix in Table II shows how accurately 
the trained network classifies each type of movement and 
the trained network can classify all samples in the test set 
with an accuracy of 85%. 

2) Experiment 2:
More training data was taken from the second set of 
movement samples of user 7 and 8. The Bayesian neural 
network was trained using the same procedure in 
Experiment 1. The performance of the trained network was 
also tested using the first set of movement samples of user 7 
and 8. Similarly, a confusion matrix used to evaluate the 
performance of the trained network as seen in Table III and 
the network can classify all samples in the test set with a 
success rate of 93.75%. 

The classification results of Experiment 1 and 2 are 
summarised in Table IV. Especially, it can be seen that very 
high sensitivity (true positive) and specificity (true negative) 
have been achieved for Experiment 2. This means that the 
performance of the trained network has been significantly 
improved as more movement samples have been included to 
train the network.  

TABLE II
CONFUSION MATRIX IN EXPERIMENT I

Predicted Classification

Movement Forward Backward Left Right 

Forward 15 0 1 4 

Backward 0 17 3 0 

Left 4 0 16 0 
Actual

Classification

Right 0 0 0 20 

Accuracy (%) 85

TABLE III
CONFUSION MATRIX IN EXPERIMENT II

Predicted Classification

Movement Forward Backward Left Right 

Forward 18 0 1 1 

Backward 0 19 1 0 

Left 2 0 18 0 
Actual

Classification

Right 0 0 0 20 

Accuracy (%) 93.75 

TABLE IV
SENSITIVITY AND SPECIFICITY OF THE NETWORK

Experiment Sensitivity Specificity 

1 0.85 0.95 
2 0.9375 0.97917 

V. DISCUSSION AND CONCLUSION

The results obtained show that Bayesian neural networks 
can be used to classify head movement accurately. The use 
of three hidden nodes is an optimal choice for the network 
architecture as it and the fast training quasi-Newton 
algorithm can make a significant reduction of on-line 
network training time. This number of hidden nodes 
guarantees the best generalisation of the trained network. 
When the Bayesian neural network was trained using head 
movement data of the six users, it can classify head 
movements of two new disabled persons with 85% 
accuracy. However, if the network was trained further with 
additional head movement samples of those two disabled 
persons, it can classify their head movement with a high 
accuracy of 93.75%. In other words, the network is able to 
provide an on-line adaptation to the head movement of new 
disabled wheelchair users. 
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