
Abstract— Some of the most important problems arising 
during a laparoscopic surgery relate to the limited perception 
of depth and field of view (fov). In this paper we explore the 
possibilities of dealing with these problems using appropriate 
re-modeling of the laparoscopic equipment and image 
processing algorithms, as to increase the perception ability of 
the surgeon within the operation space. We demonstrate that 
by using two camera units and appropriate estimation of the 
epipolar geometry between the camera views, we can acquire 
an accurate 3D map of the scene, as well as increased field of 
view. The benefits for the surgeon include the enhancement of 
the visible operating space and the increased perception of this 
space, with the ability of accurately estimating distances of 
sensitive abdomen regions and organs from the end of the 
laparoscope tip. Several simulation and real-world experiments 
are presented as to validate the potential of the proposed 
scheme.

I. INTRODUCTION

APAROSCOPIC surgery is becoming increasingly 
important in a variety of biomedical areas. Besides 

reducing the duration and cost of operation, it provides 
benefits to the experienced surgeon in terms of accuracy and 
efficiency, as well as to the patient in terms of fast recovery 
and reduced pain. Significant research has been directed 
towards improving the surgical equipment and the camera 
quality [1, 2, 3, 4]. Nevertheless, there still exist open 
problems that reduce the functionality of equipment attained 
by the surgeon. Two of these problems relate to the lack of a 
3D view with full distance information from vital organs 
and the restricted field of view attained by the camera. An 
increase of field of view, as well as the extraction of 3D 
coordinates from two cameras facing the same scene would 
enhance the surgeon’s perception and his/her operational 
capability without imposing a new burden for them, as with 
the use of special 3D glasses.

 These issues are explored in this paper, taking under 
consideration the restrictions and limitations of laparoscopy. 
In this environment, the abdomen wall operates as a 
constraint in the surgeon’s movements. Furthermore, it 
provides the point of rotation for the laparoscope. Through 
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the trocars the surgeon moves the surgical tools inside a 
conical region. Distortion-correction is often performed real-
time, so that the surgeon sees on the monitor an undistorted 
version of the video sequence. However, in order to increase 
his/her field of view, the surgeon needs to move the 
laparoscope in the patient’s abdomen, with the extra danger 
of approaching the area of vital organs. In order to alleviate 
such problems, we investigate the use of a two-camera 
laparoscope, where the cameras are mounted side-by-side on 
the near-end of the laparoscope, with only one of their axes 
in parallel [5]. This arrangement, with the conical region of 
movement and the views of the two cameras, are presented 
in Figure 1. With accurate estimation of the epipolar 
geometry between the two views, we can acquire the 3D 
map of the scene under consideration and estimate the 
distance of organs from the end tip of the laparoscope. 
Furthermore, using the two cameras we can easily generate a 
panoramic view and an increased field of vision and 
operation for the surgeon.  

Fig. 1. Laparoscope’s conical region of movement and  
field of view of the two cameras. 

The paper is organized as follows. Section II describes the 
reconstruction processes for the 3D coordinates and the 
panorama. Section III illustrates our results for both virtual 
and real scene configurations.  

II. 3D RECONSTRUCTION

A. Geometric model for our Stereo System 
In this section the 3D coordinates of the tracked feature 

points are reconstructed from a stereo system. Let two 
cameras with image coordinates placed at the center of the 
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image sensor and denoted by (X1, Y1, Z1) and (X2, Y2, Z2),
respectively, with the world coordinate system denoted by 
(X, Y, Z). The simplest stereo concatenation has the two 
cameras in parallel, with only a baseline displacement b 
between them, as in Figure 2. Let also (V1i,V1j) and 
(V2i,V2j), in pixel units, denote the image coordinates at x
and y directions for the left and right cameras, respectively, 
and (V1i0,V1j0) , (V2i0,V2j0) denote the left and right camera 
centers.

Fig.  2. Geometric model for the stereo system 

The reconstruction formulas for X, Y and Z coordinates 
of the 3D reconstructed point m can be extracted using 
homogeneous coordinates. Thus, for the image plane of the 
right camera (V2i,V2j) we obtain: 

u=K P m
x x

y
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(1)

The unitary matrix P denotes the 4x4 homogeneous 
transform that encapsulates the transformation from world to 
camera coordinate systems. The above form includes a shift 
and a rotation of the camera around its y axis, as in the 
camera concatenation of Figure 1. Furthermore, K denotes 
the (intrinsic) camera calibration matrix inducing the skew 
angle , which is most often almost 90o, with deviations 
introduced by sensor manufacturing (not square pixels).  

In the simple case of parallel cameras (Figure 2) the 
transformation model is simplified. Thus, for the right 
camera on its own coordinate system (X2, Y2, Z2) we obtain: 

2 2i 2i0 2
2i x 2i0 2

2
2j y 2j0

2j0 2j 22
2
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(2)

Considering the corresponding coordinate relations for the 
left camera (X1, Y1, Z1) and the relationships between the 
two camera coordinate systems: 

2 1X -X =b  , 2 1Z =Z =Z
we obtain the estimate of the z coordinate as: 

2i 1i

f b f bZ=
(V V ) disparity

       (3)

The focal length f (in pixels) is a known parameter 
(computed from calibration) and the baseline distance b 
between the two cameras is fixed (in mm). The only 

unknown is the disparity value, which is the difference (in 
pixel units) between the x coordinates of a point present in 
the left camera’s image plane and the same point present in 
the right camera’s image plane. If we know the disparity for 
two matching points in the two cameras, then the 
computation of the z distance of that point in the world 
coordinate system can be readily derived from eqn. (3). 
Several algorithms have been proposed for this, so called, 
correspondence problem. Some of them operate in the 
region of isolated points and some others operate in the area 
of the entire image plane.  
Our proposed approach is based on a combination of these 
two schemes, as presented in the next section. Another point 
of concern in dealing with eqn (3) is the inverse relation 
between the point distance and the disparity induced in the 
two camera planes. Due to limited pixel resolution, the 
estimation error increases with the actual distance from the 
camera planes. This is also evidenced in the examples 
presented in Section III. Nevertheless, for the range of 
distances to be handled in laparoscopic applications, this 
error appears tolerable. 

B. The Correspondence Problem 
Given two images formed in two image planes the 

problem is posed as follows: for a point u1 in the first plane, 
which point u2 in the second plane corresponds to u1? The 
matching becomes more difficult as the difference in 
position (and orientation) of the stereo views increases.

A typical approach for matching seeks to find feature 
points in each image and then attempts to match them on the 
basis of their surrounding regions. For instance, the Harris 
corner detector [6] could be used to extract feature points 
with a strong 2D component, for which matching become 
simple and efficient through correlation. A small correlation 
window (pixel patch) is centered on each feature point of the 
first image and a normalized cross-correlation algorithm is 
then employed to find the best matches in the second image. 
This process is also applied in reverse order and matches are 
accepted if they exhibit a maximum in both comparisons.  

The previous algorithmic scheme for solving the 
correspondence problem is quite simple and fast, but 
operates on isolated image regions. As such, its efficiency is 
low and it often results in false matches producing heavy 
outliers in the disparity estimation process. To reduce the 
effects of outliers in the estimation process, several 
regression approaches have been proposed employing 
parametric modeling of the matching relationship and 
involving multiple matched windows for the estimation of 
model parameters. 

Let a point (V1i, V1j) in the first image (left camera) with 
homogeneous coordinates u1 appearing in the second image 
at (V2i, V2j) with homogeneous coordinates u2. There is a 2D 
homography  Hp

2 2:   that links these two points as: 

2 p 1u =H u          (4)
This image warping is in essence a transformation that 
changes the spatial configuration of an image. In our 
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application we consider the particular type of warp namely 
the Euclidean warp, also called the Euclidean similarity 
transform: 

2i x 1i

2j y 1j

V s cos s sin t V
V = -s sin s cos t V
1 0 0 1 1

   (5) 

Rearranging Hp in vector form (hp) and the vector u1 in 
matrix form (Z1), this equation is also written in terms of the 
parameter vector as:        

2 1 pu =Z h          (6)
The problem of parameter estimation in (5) or (6) has 

been extensively considered in motion estimation for video 
segmentation [7]. Least squares and robust regression 
schemes have been employed for the derivation of the 
parameter vector from a number of matched points. 
Furthermore, clustering schemes in the parameter space 
have been considered for a more global consideration of the 
spatial effects of the warping transform.  

Experimenting with such models in the restricted 
environment of laparoscopic applications, we found it more 
efficient for accurate estimation to employ a scheme that 
also takes under consideration the epipolar geometry of the 
stereo system. The epipolar geometry can be represented in 
algebraic terms by the so called 3x3 Fundamental Matrix F
[8]. Knowledge of this matrix enables us to accurately map 
each feature point on the first image plane, to its 
corresponding point on the other plane. The epipolar line l2
is defined on the second image from the image point u2 and 
the epipole e2, which is the point of intersection of the line 
joining the camera centers (the baseline) with the image 
plane. Hence: 

2 2 2 2 p 1 1x xl = e u = e H u Fu     
(7)

where F = [e2]xHp defines the Fundamental matrix. Notice 
that F being 3x3 matrix has only rank 2 (because [e2]x  has 
rank 2), whereas Hp has rank 3. Recall that in homogeneous 
coordinates a line is represented by the vector perpendicular 
to it. Thus, the dot product between the homogeneous 
coordinates of a point on the line and the homogeneous 
coordinates of the line is zero, leading to:

T T
2 2 2 1u l u F u 0 (8)

Alternatively, we can write Af  =  0  by rearranging F in 
vector form (f) and the vectors u1 and u2 in matrix form (A).

Given enough corresponding 2D point matches u1i u2i
we can set up a set of equations that allow us to solve for F.
Note that F can only be determined up to a scale factor so 
eight matching points are sufficient. Examples of robust 
methods are M-Estimators, Least-Median-Squares (LMedS), 
RANdom SAmpling Consesus (RANSAC), MLESAC 
(Maximum LikElihood SAmple Consensus) and MAPSAC 
(Maximum A Posteriori SAmple Consensus) which can be 
used both in the presence of outliers and in bad point 
localization [8]. 

Random sample consensus (RANSAC) provides a general 

technique for model fitting in the presence of outliers. We 
used RANSAC algorithm because it models epipolar 
geometry closer to reality, than other methods mentioned 
[8]. The algorithm defines the minimal number of points 
needed to   specify the model (e.g. n=8, for the case of the 8-
point algorithm) and fits the model to a randomly selected 
minimal subset. It applies the transformation to the complete 
set of points and counts inliers. If the number of inliers 
exceeds a set threshold, the algorithm flags the fit as 
appropriate and stops. 

C. Panoramic Image generation 
One application for image warping is merging of several 

images into a complete mosaic –e.g. to form a panoramic 
view [9]. Our formulation of Euclidean warp readily allows 
the creation of panoramic images from the two camera 
views. In case of small baseline distances, as in our case, the 
Fundamental matrix enables the efficient estimation of 
correspondences between the two images. The estimation of 
parameters in eqn (4) or (8) readily provides the transform 
for mapping one image on the coordinates of the other, 
allowing for direct stitching of images and panorama 
generation.

D. Proposed Implementation 
Through our investigations, we highlight two points of 

novel contribution. The first is towards reducing the error 
induced in distance computation through eqn (3), due to the 
limited pixel resolution. For this problem, we employ a 
perspective transform [3] before any other computation, as 
to decouple the resolution appearing on the camera planes 
from the actual distance of the point considered.  

The second area of investigation relates to the real time 
implementation of the distance computation scheme. We 
employ a retrospective operation similar to the RANSAC 
approach, where the model is first derived from a minimal 
number of points and then it is validated by direct 
application on the point-set of interest. Towards this 
direction, one could easily notice the strong coupling of the 
affine transform parameters in eqn (5) with the depth of field 
under consideration (z-distance). For fixed camera 
concatenation, the parameter set could be predetermined and 
used in the form of look-up tables as a function of distance. 
Our proposed approach for real-time implementation relies 
on a validation scheme of the following form. From a small 
number of points in the two camera images, determine z-
distance using simple neighborhood matching. For the 
“crudely” estimated distance recover the transform 
parameters and backproject points from the left to the right 
camera. Finally, determine a distance metric for points on 
the right camera from their corresponding backprojected 
counterparts.  This metric should be within tolerance limits 
if the initial distance estimation is accurate, in which case 
the result is presented to the surgeon with a set confidence. 
The proposed implementation strategy is simple, fast and 
quite reliable for small distances, as discussed in the next 
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section.

III. SIMULATION AND RESULTS

We have created a virtual space using the program Virtual 
Reality and Simulink Toolbox of MATLAB (The
Mathworks,Inc). For evaluation purposes we develop a 
simulation model of AESOP1000 robotic arm [10], with two 
cameras mounted on the far-end of the arm. Through VRML 
language we locate the arm’s model in various virtual spaces 
for extracting 3D coordinates of the various objects present 
in the scene. Through ray tracing, we simulate the views of 
two cameras observing the virtual space. Several 
experiments in different environments have been conducted, 
some of which are presented here. In one experiment, we 
simulate a space with two kidneys (figure 3). The distance 
between the cameras and the kidneys’ centers of mass is 
200mm. The baseline between the two cameras is now 
20mm. The estimated X, Y, Z coordinates for several feature 
points are provided. In particular, the estimation of the z-
distance is quite accurate for points at different depths. 

For real-space applications, we use a set of Creative 
PCCAM 550 digital cameras with 1.3Mpixels CCD sensor. 
The focal lengths for 640x480 image resolution were found 
to be fx fy 750 pixels. The object of interest appears in 
distance Zreal=148mm. The cameras’ centers translation is 
4.5mm (baseline distance). 

Fig.  3. Results of the 3D reconstruction algorithm in virtual environment 

Fig.  4. Results of the 3D reconstruction algorithm in real environment: 
Zreal=148 mm, Zest=146.7391 mm 

In all our experiments (in either virtual or real spaces), we 
observe an increase of the deviation error for the distance of 
sampling points of interest. A plot of this error in terms of 
the actual distance is presented in Figure 5, providing 
measures of ambiguity in distance estimation through our 
proposed scheme. In Figure 5, we present the absolute error 

|mean(Zest)-Zreal| as a variant of Zreal. For distances smaller 
than 200mm, the mean error is lower than 4mm, which is 
acceptable by the surgeon. 

Fig.  5. Absolute error |mean(Zest)-Zreal| in millimeters with respect to Zreal

IV. CONCLUSIONS

 This paper focuses on modeling of a stereo vision system 
for robotic arm guidance applications, such as Laparoscopic 
surgery. We investigate the use of a two-camera laparoscope 
and exploit the epipolar geometry between the camera views 
as to acquire an accurate 3D map of the scene, as well as 
increased field of view. For real time implementation we 
propose a retrospective scheme for parameter estimation. 
We demonstrate the application of the proposed scheme in 
both virtual and real environments. The estimation accuracy 
increases with the baseline distance and decreases with the 
depth of view. Under the limitations of the laparoscopic set-
up, the accuracy achieved is reasonable and acceptable by 
surgeons.

REFERENCES

[1] Zhengyou Zhang, “A flexible new technique for camera calibration,” 
Microsoft research, March 1999. 

[2] Chao Zhang, James P.  Helferty, Geoffrey McLennan, William E. 
Higgins, “Non-linear distortion correction in endoscopic video 
images,” ICIP 2000.

[3] H. Tian, T. Srikanthan, K. Vijayan Asari, S. K. Lam, “ Study on the 
effect of object to camera distance on polynomial expansion 
coefficients in barrel distortion correction,” Proceedings of the 2002 
IEEE Southwest Symposium on Image Analysis and Interpretation,
2002, pp. 255-259. 

[4] James P.Helferty, Chao Zhang, Geoffrey McLennan, W.E.Higgins 
“Videoendoscopic distortion correction and its application to virtual 
guidance of endoscopy,” IEEE Trans. Med. Imaging, Vol. 20, July. 
2001, pp. 605-617. 

[5] Richard Hartley and Andrew Zisserman, Multiple View Geometry in 
Computer Vision. Cambridge University Press, Second edition, pp. 
239-261.  

[6] Chris Harris and Mike Stephens, “A combined corner and edge 
detector,” Proceedings of the Fourth Alvey Vision Conference, 
Manchester, pp 147-151, 1998. 

[7] D. Zhang and G. Lu, “Segmentation of Moving Objects in Image 
Sequence: A Review,” Circuit, Systems, and Signal Processing, 20(2), 
143–189, 2001. 

[8] P.H.S. Torr and D.W. Murray, “The development and comparison of 
robust methods for estimating the Fundamental matrix,” International 
Journal of computer vision, September 1997. 

[9] M.B. Stegmann, “Image Warping,” Informatics and Mathematical 
Modelling, Technical University of Denmark, 2001. 

[10] P.Chatzilias, Z. Kamarianakis, S. Golemati, M.Christodoulou, 
“Robotic control in hand-assisted laparoscopic nephrectomy in 
humans– a pilot study,” Proceedings of the 26th Annual International 
Conference of the IEEE EMBS, 2004, pp. 2742-2745. 

151


	MAIN MENU
	Go to Previous Document
	CD-ROM Help
	Search CD-ROM
	Search Results
	Print


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 2.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents suitable for export to IEEE PDF eXpress. May 2005. PaperCept.)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


